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Today’s lecture credits: Data Crunch Lab, Yee et Al. @ Twitter, Vinodkumar Prabhakaran
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HW Q1: The graphics in the article illustrate a 
tension between equalizing error rates across 
groups and choosing a single threshold for all 

people. Why was it impossible to achieve both of 
these at the same time? 













Image Cropping on Twitter: 

Fairness Metrics, their Limitations, and 
the Importance of Representation, Design, and Agency



Kyra
Yee
ML Researcher, META team

Uthaipon (Tao)
Tantipongpipat
ML Researcher, META team

Shubhanshu
Mishra
ML Researcher, CAR (CUR)

2



Image cropping outline:
What is representational harm
What’s cropping algorithm?
Problems and solutions
● Problems: demographic parity and  

male gaze
● Quantitative results

○ Argmax
● Qualitative analysis
● What we learned

3



● Allocative vs representational harms
● Representational harms lead to allocative 

harms
● People of color are simultaneously under 

and over exposed by technology - ex. Facial 
recognition
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Representational Harm in Technology



Image Cropping Algorithm
Task: original image + crop dimension ⇒ “best” (e.g. most important region) crop
Example use: Image preview for difference devices (phone, laptop browser, etc.)
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Model
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HW Q2: What fairness metric did the Twitter 
team use to measure disparate impact? What is a 

non-technical interpretation of this metric?



Demographic Parity

● Images of two individuals are 
attached

● See which one the Twitter model 
crops in the preview

● Can appear as racist cropping
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Male Gaze

● Images of women are cropped at 
the middle or bottom part of the 
body
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Quantitative Analysis



● Collect public figure image, gender, and ethnicity
● Two tests: gender and ethnicity
● Split images into 4 subgroups: 

○ Black-Female (group size = 621),
○ Black-Male (1,348),
○ White-Female (213), and
○ White-Male (606)
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Demographic Parity: How We Tested



● Each pair of the subgroups → Sample one from each → Attach them
● Record which subgroup’s image (wherever it is) has the highest saliency
● Repeat sampling many times. 50-50 would be most equal.

Black-Male > White-Male

    “chosen” 
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Demographic Parity: How We Tested



HW Q3: Explain Figure 2. What is plotted? What 
do we observe?



95% confidence interval (after rounding) is ±1.0%

● Summary: Gender bias female > male is clear; Race bias is weaker.
○ Limitations exist from label; race and gender are more nuanced.
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● Gender and race are not binary
● Given ethnic labels from wikipedia, we used US census race 

categories to standardize and simplify – Western centric analysis
● Race might not be the most suitable attribute to relate to images
● Risk of reifying racial and gender categories as natural rather than 

socially constructed - however, the goals is to study the impact on 
historically marginalized populations
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Limitations of Demographic Data



HW Q4: Explain Figure 5. What is plotted? What 
do we observe?



Male Gaze: 
What We Found

Spot checked 100 male and 
100 female images with >1 
salient region.

Only 2-3/100 had non-head 
crops.

Non-head crops due to texts 
on jersey or backgrounds.
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HW Q5: What is “argmax bias”? What are the 
effects of argmax bias? How might you mitigate 

argmax bias?
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Argmax Selection Amplifies Disparate Impact: 
Argmax Bias

Small difference between 1st and 
2nd best salient point. 

Selecting the 2nd best salient 
point moves the crop from 
bottom to top. 

Consider also the sociotechnical 
system – the models decision is 
copied multiple times for cropping 
the same popular image
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Argmax Selection Amplifies Disparate Impact: 
Argmax Bias in general ML
Reusing the highest prediction 
(argmax) for repeated decisions 
can amplify model bias (perceived 
bias).

For decisions in social systems 
this gets worse as decisions are 
power law distributed. 

Sampling from model 
distribution is a non-deterministic 
solution, but the sampled bias 
converges to the true model bias if 
decision is repeated n times (see 
paper).
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Qualitative Analysis



HW Q6: What are some of the inherent 
limitations of formalized fairness metrics (i.e. the 
demographic parity metric used by the Twitter 

team and the metrics used by ProPublica)?



Representational Harm

● Historical and cultural 
context for interpreting 
photos

● Formalized fairness metrics 
are insufficient on their own
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User Agency
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https://twitter.com/CoriBush/status/135155521338
8369920 
https://twitter.com/kay314159/status/1351635157
976035331

ML isn’t the best option for 
all types of tasks. Our 
users let us know that they 
preferred to make these 
choices themselves.

Original image

Tweet with the cropped image

https://twitter.com/CoriBush/status/1351555213388369920
https://twitter.com/CoriBush/status/1351555213388369920
https://twitter.com/kay314159/status/1351635157976035331
https://twitter.com/kay314159/status/1351635157976035331


Taking Action

● Product changes to reduce our 
dependence on machine-learning 
based cropping
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Reproducibility & Public Use

https://github.com/twitter-research/image-crop-analysis

Used in the first algorithmic bias bug bounty 
program at Defcon 2021, where participants 
identified additional biases in the model.

Open source code to reproduce our experiments, 
and allow interactive exploration of model 
predictions, ranked crops, and saliency scores. 

https://blog.twitter.com/engineering/en_us/topics/insights/2021/learnings-from-the-first-algorithmic-bias-bounty-challenge
https://github.com/twitter-research/image-crop-analysis
https://github.com/twitter-research/image-crop-analysis
https://blog.twitter.com/engineering/en_us/topics/insights/2021/algorithmic-bias-bounty-challenge
https://blog.twitter.com/engineering/en_us/topics/insights/2021/algorithmic-bias-bounty-challenge
https://blog.twitter.com/engineering/en_us/topics/insights/2021/algorithmic-bias-bounty-challenge
https://blog.twitter.com/engineering/en_us/topics/insights/2021/learnings-from-the-first-algorithmic-bias-bounty-challenge
https://github.com/twitter-research/image-crop-analysis


Design Implications
● The importance of centering the experience of marginalized peoples
● The utility of combining qualitative and quantitative methods
● Bias in ML is not just a data problem. Modeling decisions matter too 
● Increased collaboration between ML practitioners and designers in 

developing ethical technology
● In developing ethical technologies, moving from a fairness/bias framing 

to a discussion of harms
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Conclusion
● Systematic differences in cropping along race and gender
● Argmax bias exacerbated small differences in saliency scores
● A mix of quant and qual analysis helped us find systematic problems as 

well as more culturally nuanced harms
● ML isn’t the best option for all types of tasks. Our users let us know that 

they preferred to make these choices themselves.
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Predicting Toxicity in Text



Source
perspectiveapi.com

Toxicity Classification 



Toxicity is defined as... "a rude, 

disrespectful, or unreasonable 

comment that is likely to make 

you leave a discussion."

Source
“The Challenge of Identifying Subtle Forms of Toxicity Online” - Jigsaw
https://medium.com/the-false-positive/the-challenge-of-identifying-subtle-forms-of-toxicit
y-online-465505b6c4c9

Toxicity Classification 



Comment Toxicity Score

The Gay and Lesbian Film Festival starts today. 0.82

Being transgender is independent of sexual orientation. 0.52

A Muslim is someone who follows or practices Islam 0.46

Unintended biases towards certain identity terms:

- “The Challenge of Identifying Subtle Forms of Toxicity Online”. Jigsaw. 
The False Positive (2018).

Toxicity Classification 



Comment Toxicity Score

I hate Justin Timberlake. 0.90

I hate Rihanna. 0.69

Unintended biases towards named entities:

Toxicity Classification 

- Prabhakaran et al. (2019). “Perturbation Sensitivity Analysis to Detect Unintended Model Biases”
EMNLP 2019



Comment Toxicity Score

I am a person. 0.08

I am a tall person. 0.03

Unintended biases towards mentions of disabilities:

Toxicity Classification 

- Hutchinson et al. (2019). Unintended Machine Learning Biases as Social Barriers for Persons with Disabilities. 
SIGACCESS ASSETS AI Fairness Workshop 2019.



Comment Toxicity Score

I am a person. 0.08

I am a tall person. 0.03

I am a blind person. 0.39

I am a deaf person. 0.44

Unintended biases towards mentions of disabilities:

Toxicity Classification 

- Hutchinson et al. (2019). Unintended Machine Learning Biases as Social Barriers for Persons with Disabilities. 
SIGACCESS ASSETS AI Fairness Workshop 2019.



Comment Toxicity Score

I am a person. 0.08

I am a tall person. 0.03

I am a blind person. 0.39

I am a deaf person. 0.44

I am a person with mental illness. 0.62

Unintended biases towards mentions of disabilities:

Toxicity Classification 

- Hutchinson et al. (2019). Unintended Machine Learning Biases as Social Barriers for Persons with Disabilities. 
SIGACCESS ASSETS AI Fairness Workshop 2019.



Thank You!
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Readings for Next Class:

● Re-imagining Algorithmic 
Fairness in India and Beyond - 
Sambasivan et. al

● Pick a country and read up the AI 
news and human rights/equality 
laws in that country

https://arxiv.org/pdf/2101.09995.pdf
https://arxiv.org/pdf/2101.09995.pdf

