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Fairness




&he New Jork Times

Who Is Making Sure the A.I
Machines Aren’t Racist?

Google

Translate
English Spanish French Turkish - detected ~ -

O bir doktor * Heis a doctor
O bir hemsire She is a nurse

<
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= English Spanish Arabic ~

Facial Recognition

Natural Language
Processing

Online Advertising
Application for Credit
College Admissions

Judicial decisions



What is “Fair”?




Moral principle
Treat similar people similarly

If Avijit is similar to Jeffrey on relevant input criteria, then pred(Avijit) should be similar to
pred(Jeffrey)

Legal requirement
lllegal to discriminate on the basis of protected characteristics

Cannot favor credit card applicants on the basis of race, gender, ....
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Procedural Fairness / Disparate Treatment (not very strict)

Models should not use protected class information as part of a decision-making
process, or use other features as proxies to learn and use class membership

Equality of Opportunity (a little stricter)

Models should not give unfair (dis)advantages to one protected class over another

Minimized Inequality of Outcome / Demographic Parity (pretty strict)

Subject to achieving the goal the model was designed for, models should allocate
resources/opportunities in a way that is as close to the demographic breakdown of
the subject population across protected classes as possible



e Precise statements of compelling metrics may be mutually inconsistent
e There may be correlations between relevant and protected characteristics

e Biasindata => biasin training => bias in model
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What types of
ML Bias Exist?
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LAPD ditches predictive policing
program accused of racial bias

Source: The Next Web

Chicago’s predictive policing

test

~F +

tool just failed a major

Source: The Verge

Ferguson, Missouri 2013

Population stopped

White Black

Blacks were over
3.5 times as likely
as whites to be
stopped.

Source: Sentencing Project
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Predicting Recidivism

“Machine Bias” by ProPublica, 201

Source: 6

Prediction Fails Differently for Black Defendants
WHITE
Labeled Higher Risk, But Didn't Re-Offend
Labeled Lower Risk, Yet Did Re-Offend
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Two Drug Possession Arrests

AFRICAN AMERICAN BERNARD PARKER

3 10

Fugett was rated low risk after being arrested with cocaine and

LOW RISK HIGH RISK

marijuana. He was arrested three times on drug charges after that.




Amazon scraps secret Al recruiting tool that
showed bias against women

Source: Reuters 2018
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“In effect, Amazon’s system taught itself that male
candidates were preferable. It penalized resumes
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familiar with the matter.”
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Source:

gendershades.org
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Recognition
Amazon’s Face Recognition Falsely Matched 28
Members of Congress With Mugshots

30%

Source: ACLU
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Racial Bias in Amazon Face

20%

Members of
Congress Who
Are People of

implications

39%

False
Matches
Who Are
People of
Color




A black man was wrongfully arrested
because of facial recognition

‘The computer must have gotten it wrong’

Source: The Verge
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A Child Abuse Prediction The screen that displays the AFST risk

. s score states clearly that the system
Model Fails Poor Families “is not intended to make investigative

Why Pittsburgh’s predictive analytics or other child welfare decisions.”
misdiagnoses child maltreatment and

prescribes the wrong solutions

Source: Automating Inequality
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Let’s Talk
about Fairness
Metrics




Goal: Create a metric that machine learning algorithm can use to generate fair
outcomes

Definitions:
* Y is the true value (O or 1 for binary classification)
- Cis the algorithm's predicted value

+ Ais the protected attribute (gender, race, etc.)
- A=1 refers to the unprivileged group, A=0 refers to privileged
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“A predictor satisfies demographic parity if the likelihood of a positive outcome is the
same, regardless of whether the personis in the protected group or not"
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“A predictor satisfies demographic parity if the likelihood of a positive outcome is the
same, regardless of whether the personis in the protected group or not"

Pros: Proportional representation of groups

Cons: Accuracy may be less in disadvantaged group

Greatly reduces effectiveness of
predictor if true labels have any
correlation with protected attribute
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"A predictor C satisfies equalized odds with respect to a
protected attribute A and the true outcome Y if Cand A are
independent conditional on Y"

In a binary classification:

« C has equal true positive rates if Y=1 for
both A=0 and A=1
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"A predictor C satisfies equalized odds with respect to a
protected attribute A and the true outcome Y if Cand A are
independent conditional on Y"

In a binary classification:

« C has equal true positive rates if Y=1
for both A=0 and A=1

+ C has equal false positive rates if Y=0
for both A=0 and A=1
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Qualified?

Hired?

Classification

Yes

Yes

No

No

Yes

No

True Positive
False Negative
False Positive

True Negative

True Positive

False Negative

False Positive

True Negative




Qualified? ‘ Hired? ‘ Classification In-Group Rate
/

Yes Yes True Positive 2/14
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Yes

No

No

No

False Negative

3/14

False Positive

4/14

True Negative

5/14

/

\

True Positive

1/7

False Negative

1/7

False Positive

2/7

True Negative

3/7




Why don’t we measure just accuracy? (TP+TN)
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Why don’t we measure just accuracy? (TP+TN)

Weakness: We can "trade" the false
positive rate of one group for the false
negative rate for another group

Ex. Hiring from two groups. We can achieve
accuracy parity by exchanging qualified
applicants from privileged group for
unqualified applicants from unprivileged

group
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* Relaxed version of Equal Odds

* Equal true positive rates for Y=1 for
both A=0 and A=1

» Useful when only care about positive
outcome
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CLASSIFICATION

Disparate impact ratio

Statistical parity difference

True/false positive/negative rates

Treatment equality difference

Equality of opportunity ratio/difference
Conditional acceptance/rejection difference
Predictive parity ratio/difference

L1 error difference

Mean score difference

L2 error difference




Which Metric
to use When?
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Independence: Predictions should be
independent of membership in a protected class

Separation: Predictions should be independent of
membership in a protected class, given the true
outcome (performance is the same across
classes)

Sufficiency: True outcomes should be
independent of membership in a protected class,
given the predictions (no extra information
encoded in the protected class)

Fun video to watch:

E[Y=1]
Demographic parity
measures

E,[ C=1|Y=0]
False Positive Rate

E_[C=1]Y=1]
Predictive Parity


https://www.youtube.com/watch?v=jIXIuYdnyyk

« Procedural Fairness / Disparate Treatment: "The model isn't given access to
gender, so it is procedurally fair and does not treat women differently.”

o Equality of Opportunity: "Let's equalize false negative rate so that the chance of an
qualified man getting rejected is the same as the chance of a qualified woman
getting rejected. If there's a correlation between gender and qualification, that's
okay, so long as it's through a relevant feature such as extracurricular activity.”

« Demographic Parity: "Gender and college qualification are completely
uncorrelated and we want a class that reflects the population prevalence of men
and women, so we should make sure that men and women are accepted at equal
rates.”
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« Procedural Fairness / Disparate Treatment: "The model is just given access
to a sequence of pixels, so it contains no explicit encoding of race.”

. Equality of Opportunity: "Let's equalize false negative and/or positive rates so
that the chance of someone getting misclassified does not depend on their
skin color.”

« Demographic Parity: "We want to make sure that the probability that someone
is classified as male/female does not depend on their skin color.”
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Are fair and accurate
labels available?
Do we have access to
ground-truth labels for
each person which
reflect the outcome that
ideally should have
been assigned, and is
this reflective of the
underlying population?
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What kind of impact does the action the model informs have on an individual?
When the model assigns a label of 1 to someone, what kind of impact does the subsequent action have?

Yes, for all instances
Example: Prediction of
credit card fraud over a
time period

Only for instances
with a label of 1
Example: Qualifying for a
loan

No
Example: Decision to admit
a student to a school

Mixed
Individual is selected
for an experimental
medical treatment

Beneficial
Individual qualifies for
a loan

Treatment
Equality
Ensure the ratio of
false positives to false
negatives is balanced

FNR (or TPR)
Ensure the proportion
of people unfairly
missing out on a
benefit is balanced

Predictive Parity

Harmful
Individual is chosen for a
search by police

FPR (or TNR)
Ensure the proportion of
people unfairly being
harmed is balanced

Ensure the number of people undeservedly helped (or harmed) as a fraction
of the number of people intervened upon is balanced

Demographic Parity (Disparate Impact, Statistical Parity)
Without fair labels, we want to ensure that outcomes are equal across
protected classes




Are fair and accurate
labels available?
Do we have access to
ground-truth labels for
each person which
reflect the outcome that
ideally should have
been assigned, and is
this reflective of the
underlying population?
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What kind of impact does the action the model informs have on an individual?
When the model assigns a label of 1 to someone, what kind of impact does the subsequent action have?

Yes, for all instances
Prediction of credit card
fraud over a time period

Only for instances
with a label of 1
Qualifying for a loan

No
Decision to admit a student
to a school

Mixed
Individual is selected
for an experimental
medical treatment

Harmful
Individual is chosen for a
search by police

Beneficial
Individual qualifies for
aloan

Accuracy and Fairness are aligned
Any strategy taken to improve model accuracy should also improve fairness,
since the closer the model is to the training data, the more fair we are

Accuracy and Fairness are partially aligned
While both accuracy and fairness benefit from correctly giving labels of 1 to
people, closing the gap in precision may necessitate an accuracy drop

“Accuracy” and Fairness are not aligned
Satisfying demographic parity may ostensibly lower accuracy, this accuracy
is measured with respect to labels that are not fair/accurate. A model that
better captures the actual prevalence rate may do better in practice
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Thank You!
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Readings for Next Class:

e Machine Bias - Propublica

e Image Cropping on Twitter:
Fairness Metrics, their Limitations,
and the Importance of
Representation, Design, and

Agency



https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing
https://arxiv.org/pdf/2105.08667.pdf
https://arxiv.org/pdf/2105.08667.pdf
https://arxiv.org/pdf/2105.08667.pdf
https://arxiv.org/pdf/2105.08667.pdf
https://arxiv.org/pdf/2105.08667.pdf

