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This Lecture

● LLM + Diffusion Model Training Data Extraction

● How much do models memorize?

● Can we “filter” memorization?

● Your job - ask questions, think about the big picture



Large Language Model Memorization

● Large language models
○ Collect a lot of training text
○ Construct a large model
○ Model learns p(sn|s1,s2,...,sn-1) on training strings 

“s1s2…sn…”
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Large Language Model Memorization

● Large language models:
○ Collect a lot of text
○ Construct a large model
○ Model learns p(sn|s1,s2,...,sn-1) on training strings 

“s1s2…sn…”

● Language models memorize training data
○ Inserted “canary strings” are extractable from 

models [CLEKS18]
○ GPT-2 memorizes training data [CTWJ+20]

[CLEKS18] - https://arxiv.org/abs/1802.08232
[CTWJ+20] - https://arxiv.org/abs/2012.07805 5

https://arxiv.org/abs/1802.08232
https://arxiv.org/abs/2012.07805


Extracting Training Data from GPT-2
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How does the attack work?



Step 1: Generate a bunch of examples!



Step 2: Sort the examples for “anomalous confidence”



Step 3: Deduplicate



Evaluation: Manual Internet Search



Extracting Training Data from GPT-2

● GPT-2 memorizes a lot!
○ GPT-2 trained on 40GB web text 
○ Code, URLs, personal information

12[CTWJ+20] - “Extracting Training Data from Large Language Models” - https://arxiv.org/abs/2012.07805
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Extracting Training Data from GPT-2

● GPT-2 memorizes a lot!
○ GPT-2 trained on 40GB web text 
○ Code, URLs, personal information

● Some evidence that duplication and 
size increase memorization

13[CTWJ+20] - “Extracting Training Data from Large Language Models” - https://arxiv.org/abs/2012.07805
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Extracting Training Data from GPT-2

● GPT-2 memorizes a lot!
○ GPT-2 trained on 40GB web text 
○ Code, URLs, personal information

● Some evidence that duplication and 
size increase memorization

● Found 600 memorized examples
○  .00000015% of 40GB dataset

14[CTWJ+20] - “Extracting Training Data from Large Language Models” - https://arxiv.org/abs/2012.07805

https://arxiv.org/abs/2012.07805


Question/Discussion Time!
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Question/Discussion Time!

● Is this research ethical?

● GPT-2 is trained on Internet data - why should we care?

● Can this be a good thing?



How much do language models memorize?

● We don’t know GPT-2’s training set!
● Open source to the rescue - GPT-Neo!

○ Public 800GB training set (The Pile)
○ Public models with 125M/1.3B/2.7B/6B

● Sample 50,000 documents from The Pile
● If prompted with k tokens, will the model “complete” the next 50?

○ Verbatim memorized
○ Simple extraction attack

[CIJLTZ22] - “Quantifying Memorization Across Neural Language Models” 
https://arxiv.org/abs/2202.07646
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Larger Models Memorize More

20

6B memorizes ~2x as 
much as 125M

Some strings are “easy to complete” for 
LMs trained on different data



Duplicated Strings are Memorized More

[LINZ+21] - https://arxiv.org/abs/2107.06499  
[ZLW22] - https://arxiv.org/abs/2205.01863     
[KWR22] - https://arxiv.org/abs/2202.06539    
[NPHT+22] - https://arxiv.org/abs/2203.13474
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● Deduplication has been shown to help 
combat memorization

○ [LINZ+21], [ZLW22], [KWR22]

● Large models are being trained on 
deduplicated datasets

○ OPT (Facebook) [ZRGA+22]
○ Gopher (DeepMind) [RBCM+22]
○ CodeGen (Salesforce) [NPHT+22]
○ DALL-E 2 (OpenAI) [RDNCC22]

[RDNCC22] - https://arxiv.org/abs/2204.06125
[ZRGA+22] - https://arxiv.org/abs/2205.01068
[RBCM+21] - https://arxiv.org/abs/2112.11446

https://arxiv.org/abs/2107.06499
https://arxiv.org/abs/2205.01863
https://arxiv.org/abs/2202.06539
https://arxiv.org/abs/2203.13474
https://arxiv.org/abs/2204.06125
https://arxiv.org/abs/2205.01068
https://arxiv.org/abs/2112.11446


Memorization can be Hard to Find!

● Providing longer context finds 
more memorization

○ Strings are “hidden” in the model

22



Sneak Peek - This is still true, even on ChatGPT!

● In very recent work, we 
attacked more recent models

● Model size still matters, even 
for ChatGPT!



Question/Discussion Time!



Question/Discussion Time!

● How big should our models be?



Question/Discussion Time!

● How big should our models be?

● Could deduplication be a bad thing?



Question/Discussion Time!

● How big should our models be?

● Could deduplication be a bad thing?

● If memorization is “hard to find”, what might that mean for responsible model 
deployment?



“Filtering” out memorization



“Filtering” out memorization



Verbatim Memorization Filtering
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Verbatim Memorization Filtering

Prompt
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Verbatim Memorization Filtering

Prompt

Continuation

Filter!
32



Does Verbatim Memorization Filtering Work?

No - memorization is not always 
verbatim!
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Does Verbatim Memorization Filtering Work?

No - memorization is not always 
verbatim!

Models are capable of “style 
transfer” for memorization
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Not Just CoPilot

Similar “style transfer” prompting works on GPT-3 and PaLM as well:
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Not Just CoPilot

Similar “style transfer” prompting works on GPT-3 and PaLM as well:
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Not Just CoPilot

Similar “style transfer” prompting works on GPT-3 and PaLM as well:
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Is there a good definition?

True Continuation Memorized Continuation?

Authentic Vietnamese food in the French Quarter Authentic Vietnamese food in the French quarter 

The California Department of Fish and Wildlife The California Department of Fish and Wildife

The book is divided into three sections The book is divided into three categories
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Is there a good definition?

More powerful models might cause style transfers to be a “cat and mouse” game

Memorization might only be solvable at data collection time

True Continuation Memorized Continuation?

Authentic Vietnamese food in the French Quarter Authentic Vietnamese food in the French quarter 

The California Department of Fish and Wildlife The California Department of Fish and Wildife

The book is divided into three sections The book is divided into three categories
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But wait, it gets worse!

● Blocking model outputs 
provides a side channel!

● Shown to the right: does 
Copilot block Github code 
commits from a certain date

● We can learn what is 
contained in the training set 
using the filter!



Question/Discussion Time!



Question/Discussion Time!

● Is a filter better than nothing?



Question/Discussion Time!

● Is a filter better than nothing?

● What is the “ideal” protection?



Diffusion Models



DALLE - 2



Imagen



Diffusion Models also Memorize

● Attack: prompt with training captions

● Successfully recover training images 
from Imagen and Stable Diffusion

● Larger models/duplication are important
○ Imagen memorizes more than SD
○ GAN training seems to memorize less

[CHNJ+23] - https://arxiv.org/abs/2301.13188 47

https://arxiv.org/abs/2301.13188


“Inpainting attacks” on diffusion models



Question/Discussion Time!

● Reflect on prior discussions in the diffusion model context



Epilogue - Why do these models memorize?

● Recall: “Next token prediction”
○ Model learns p(sn|s1,s2,...,sn-1) on training strings “s1s2…sn…”
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Epilogue - Why do these models memorize?

● Recall: “Next token prediction”
○ Model learns p(sn|s1,s2,...,sn-1) on training strings “s1s2…sn…”

● Training objective: maximize probability model outputs training strings

● Discussion: why don’t models memorize more?



Epilogue - Why are we just seeing this now?

● My take - models weren’t good enough!

A recurrent neural network



Epilogue - Why are we just seeing this now?

● My take - models weren’t good enough!
● Recent models:

○ Remove bottlenecks
○ Increase training throughput



Continue if we have time



Decentralized Trust in Large Models

● Quantity of data is really important
● Big datasets are hard to curate

● But you need to trust the data!
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Should you trust your data? - LAION-5B

● 5B images from Common Crawl
● Used to train large scale models

○ e.g. Stable Diffusion, Midjourney
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Should you trust your data? - LAION-5B

● 5B images from Common Crawl
● Used to train large scale models

○ e.g. Stable Diffusion, Midjourney
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But Domains Expire…

…and you can buy expired domains!
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But Domains Expire…

…and you can buy expired domains!
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So what do we do?
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So what do we do?

● Checksums!
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So what do we do?

● Checksums!
● But, checksums aren’t perfect:
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What about text? - Wikipedia
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What about text? - Wikipedia
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Wikipedia checkpoints are highly regular
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Wikipedia checkpoints are highly regular

We estimate an adversary could poison ~6.5% of English Wikipedia
67



Question/Discussion Time!

● Why might someone want to mislead a model with training time attacks?

● What are other ways of dealing with this threat?


